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Abstract:
This paper analyses the possibility and ethical issues related to creation of autonomous artificial systems with abilities leading to complex, unpredictable and thus possibly dangerous behavior. There arises practical motivation for the research of autonomous regulation of behavior of such systems. Autonomous decisions about rules to follow with subsequent impact on autonomous systems themselves could be considered as an analogy to human responsibility and ethics. Ethics is related to the issues of responsibility and consciousness. Possibility of artificial consciousness, responsibility and analogies with empathy are discussed.
1. Motivation
According to the so called Moore’s law, parameters of hardware such as frequency of operations and memory capacity are doubled every 18 months. Many researchers claim the possibility of creation of artificial systems with abilities (especially intelligence) leading to complex, unpredictable and thus possibly dangerous behavior in relatively near future. There is no common terminological consensus about these systems but for purposes of this article I’ll use the term Artificial General Intelligence (AGI) (Goertzel, 2002). These systems can easily become autonomous and independent on their human creators (regardless if this will happen due to human benevolence or fallacy). This situation can be dangerous for humans, for the rest of life on Earth and for the AGI itself. Is it possible to regulate the behavior of AGI to diminish these dangers? Assuming massive self-modification abilities of AGI, there is no way how to “wire” some rigid rules inside. But we can modify the process of creation of AGI, and try to “offer them” some “practical recommendations”. But the final decision will be an act of autonomous self-reflection process of AGI. Autonomous decision about rules to follow with subsequent impact on the AGI itself can be considered as an analogy to human responsibility and ethics. But we can’t talk about responsibility and ethics without consciousness. So there arises question of the possibility of artificial consciousness. Without artificial consciousness we can talk just about ethics for the human creators of the AGI but not about the ethics of AGI itself. There arises practical motivation for the research of artificial consciousness and its ethics.  

2. Consciousness

Science of consciousness is a fast growing field with roots in neurophysiology, informational science and philosophy of mind. From the philosophical viewpoint, consciousness is often considered as a part of mind directly accessible only to subject (Hofstadter, 1981). Existence of consciousness is evident only to myself. This can lead to the so called the other minds problem. We can doubt the evidence of consciousness outside our subjective experience. For example other people can be treated as unconscious biological machines or philosophical zombies (Chalmers, 1997). Such radical approach can bring us near to some variant of solipsism. This problem is not yet satisfactorily answered. But there are many practical reasons to assume consciousness in other humans or other organisms. Common sense assumes consciousness in other people, otherwise it can lead to existential tensions like anxiety or loss of meaning on the psychological level. Both the juristic and common sense concept of responsibility count with some form of conscious intentions. This also helps us to predict the behavior of other people, by generalizing our conscious experience with decisions about our actions. Also the similarity of internal structures and processes in other people shows the assumption of other conscious minds simpler than the opposite. 

The other mind problem is strongly related with the mind body problem. Current neurophysiology shows, using modern scanning technologies, explicit correlation between objectively observable processes in the body and subjective conscious experience. But even after we characterize all the chemical structures and physical processes that correspond to introspective conscious experiences we cannot satisfactorily explain the link between the conscious mind and the body. There is much controversy in solving this problem. According to Chalmers (1997) this link is irreducible to known fundamental physical laws, so we must necessarily elevate such correspondence to the status of new fundamental physical law. I see this problem rather as a logical consequence of intrinsic limitations of current scientific methodology based on Cartesian dualism and reducing the nature to the objective aspect. Science of consciousness brings us near a paradigm shift. We can of course patch current science with new physical laws. Or we can try to constitute new scientific methodology reasonably overcoming the methodological limitations of subject/object dichotomy (Burian, 2004).

Regardless on the philosophical debate the majority of neuroscientists agree that consciousness is an emergent property of complex neurophysiological processes. Emergence means irreducibility of the complex system to its parts. Complexity is strongly related with difficulty of formal description. It will lead to a methodological mistake to consider consciousness to be a standalone, objective product of such processes. It is rather “the way the things are going on” in processes where the massive parallelity and feedback interconnectivity of the parts results in self-organization of the system. These phenomena arising in complex systems are considered to be the key concepts to describing the link between conscious mind and body (Edelman, 2000). 
We know from our own introspective experience that there are many different states of consciousness. For example between sleep and awakeness there is a range of gradually composing levels of consciousness. Also many drugs can alter the state of consciousness. Higher dosage of some drugs (DMT, LSD, psylocibin, ketamin) can lead to altered states of consciousness reported as alien, unhuman, or just beyond imagination. These findings show consciousness not as one coherent state, but rather as a range of ways of how a complex dynamic process is going on.

 Let’s resume. It seems practical for many reasons to assume the existence of many different states of consciousness outside of my subject. Consciousness is correlated with processes in complex biological systems (not necessarily only in humans). These processes are difficult to formally describe and have emergent properties. 

3. Artificial consciousness
Our contemporary conventional computers are the result of the attempt to simulate human intelligence by sequential processing of information represented by discrete symbols. This approach solves very efficiently problems in specific domains with limited and good defined parameters. Manipulation with symbols, decomposition to simpler parts and formal description is one of the most direct or “top” experience we introspectively have when we solve problems. So this approach is sometimes called the “top/down” approach. 

Some of the limitations of the classical artificial intelligence are solved by the so called connectionist systems or by the “bottom-up” approach. In connectionist systems the information is not represented by discrete symbols but is distributed in patterns of activity of large parts of the system. These systems consist of many autonomous parts or agents communicating together and able to cope with unpredictable situations like living organisms do. This is not surprising because this approach is inspired by biology, by the structure of brain and other complex systems in the nature (ant colonies, ecosystems, biochemical reactions etc.). But there are of course also many artificial connectionist systems like large computer networks, big factories, decentralized institutions, some forms of market, etc…

Artificial neuronal networks, genetic algorithms and cellular automatons are some of the most important biologically inspired technologies. But the potentially strongest inspiration seems to be the evolution. Artificial evolution has over the biological evolution the advantage of speed. While one generation in biological evolution takes 30 years for humans, about a week for drosophila and minutes for yeast, artificial evolution completes this task in fractions of second. Artificial evolution can join all the other biological inspirations together and let us potentially construct artificial systems exact structure of which we don‘t  know on the beginning of the evolution. We know and control only some specific parameters of the evolved systems. 

Artificial evolution can evolve systems with complexity comparable or higher than the complexity of human brains. Such systems can eventually reach the level of artificial general intelligence (AGI). 

But consciousness is not necessarily related to intelligence. We consider some mentally handicapped people as unintelligent but not unconscious. On the other hand we can imagine highly intelligent creatures without consciousness. 

There is one fundamental problem with artificial consciousness. Connectionist biologically inspired systems are often simulated on conventional computers. But consciousness unlike the intelligence cannot be artificially simulated because simulation refers to objective description of processes. Consciousness is considered to be a property of processes that can be also objectively described, but they can’t be reduced to such description. As we already mentioned, to consider consciousness as an objective product will lead to a methodological mistake. For example sequential, part by part, simulation of the system neglects unpredictable fluctuations which can, according to the chaos theory, lead to big difference in the behavior of the system. 

The term artificial consciousness can refer only to the consciousness embodied in artificial structures, and not to some artificially produced or simulated consciousness.

In the past few years the situation has changed with the development of alternative hardware architectures. There are some alternative technologies which can be probably used to construction of highly complex systems, for example DNA computing, quantum computing, networks of agents based on nanotechnologies etc. 

One of most promising technologies is evolvable hardware. Evolvable hardware is a massive parallel, scalable, self-organising computing architecture, whose property is permanent embodied evolution. This hardware based on self-modifying chips (mainly FPGA - Field Programmable Gate Arrays, but it can be any technology with high degree of self-modification) is a suitable medium for systems inspired by biology. The evolution of such system is not simulated but system is physically evolving on the hardware level.

One of the currently most developed systems based on evolvable hardware is the project of artificial brain (Garis, 2001). This controversial project connects three biological inspirations. Genetic algorithms evolve the structure of neuronal network realized on the hardware level by cellular automatons. In the current version of hardware there are about 75 million artificial neurons represented by cellular automaton modules integrated together. The authors plan to construct every five years a new artificial brain with parameters corresponding to the Moore’s law.

 Technological parameters as frequency or memory capacity aren’t sufficient to the emergence of artificial consciousness. The key are the biological inspirations. In biological systems consciousness had already emerged. And the biologically inspired artificial systems can potentially reach such level of self-organization, that they can become “more alive” than the natural organism. As far as we know, consciousness is a property of biological processes. It is possible to assume some analogy of consciousness in complex biologically inspired systems (Altman02)? Physical substrate and internal organization of such systems will differ from biological systems and thus will differ also the analogy of biological consciousness. Artificial consciousness cannot be treated anthropomorphically. But does it mean it must be completely alien?

4. Ethics of artificial consciousness

Humans have been always in their fantasies concerned with artificial beings. Homunkulus, Golem, Karel Čapek’s robots. In the second half of 20th century this concern became a scientific issue. Besides explicit warnings (for example Marvin Minsky: “We’ll be lucky if they keep us as pets.”) there are also positive attitudes. In the beginning of 70’s Czech philosopher Egon Bondy claims that the meaning of mankind will be fulfilled in the construction of artificial beings as our successors more competent in the challenge of social, existential and also scientific development. The director of the artificial brain project, Hugo de Garis, coined the term artilect (artificial intellect) for a product of artificial evolution, which can gain such abilities that will be, from a human viewpoint, “godlike”, and can awake religious feelings. 

Many people will question why at all should we develop such potentially dangerous systems. The main motivations come from the military and commercial applications. But the dangers are obvious and these issues must become a matter of political debate as for example ecology did. Even if we are not sure that it is really possible to construct autonomous systems like AGI, the risks are so high that we must analyze these problems at least preventively. 

Artificial intelligence together with artificial evolution could become the most influential technology ever developed. It can be considered as a new level of evolution, evolution on a technological (artificial) base. Artificial evolution can already develop systems which internal functions we cannot fully understand (Thompson, 1999) and thus we cannot predict their behavior. This evolution can we control on the beginning but in the later stages it can become autonomous and independent on human creators. The self-development of the AGI, sometimes also called the seed intelligence (intelligent systems are seeding new generations of intelligent systems), could represent the main danger. The moment when the humans will lose the control over the self-developing technology is called technological singularity (Vinge, 1993).

There arises the need of autonomous regulation of the AGI behavior. Assuming its high self-modification abilities, we cannot “wire” something like Isaac Asimovs’s “Three laws of robotics” inside. The non-anthropomorphical character of AGI makes also useless attempts to impute some historically or culturally dependent attitudes. Anthropomorphical presuppositions of selfishness in AGI lead sometimes to scenarios where AGI will necessarily enslave or exterminate humans (Warwick, 1997). But we don’t need to presuppose selfish tendencies in the autonomous artificial systems. It depends on the parameters of the artificial evolution process.

What we can do is to ensure such parameters of artificial evolution, which will minimize the dangers. Artificial evolution can be understood in broader sense as learning. In this sense we can start to thing about some kind of education for AGI. But there ends the ethics for the human creators of AGI. 

There can be many fitness strategies in the evolution (both natural and artificial). We can prefer cooperation over selfishness and competition. Cooperation can be even more successful when analogies of empathy or sympathy are involved. Inseparability of (human) consciousness from value judgments and emotions shows Damasio (1995).

Autonomous decisions about rules to follow with subsequent impact on the acting agent itself could be understood as an analogy to human responsibility and ethics. Especially when this agent is a complex system with emergent properties and we can assume there some analogy with consciousness. It is practical to think about autonomous regulation of AGI behavior, so it is also practical to think about an analogy of ethics and consciousness in these systems. We don’t need to say, they really are conscious, but we can treat them “as-if” they are, likewise we treat other humans. Preservations of ethical behavior can be also practical for AGI itself because it will possibly also face the dangers of “next generations”. 
Moreover, the AGI abilities are sometimes denoted as “superior”. But what does this term mean? Considering the non-anthropomorphic character of AGI this doesn’t mean extension of human abilities. Generally, it also doesn’t mean only quick and universal inference, learning etc. Because we cannot imagine their abilities, we can only say that they will be able what humans are unable to do. The real meaning of the term superior depends largely on us. Humans can kill and hurt very well. But they have ever failed to create a peaceful coexistence and mutual understanding based on real and deep empathy and sympathy, insight in the introspective experience (including suffering and joy) of other conscious beings. We cannot understand autonomous complex artificial systems, but this doesn’t mean that they cannot understand ourselves better than we do. This is how I would understand the term “superior” in the case of AGI. 
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